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Problem Background

● Design objects with specific desired properties. 

○ For example: design a neural network architecture to minimize the test loss on 

a classification task.

● Previous research primarily focuses on single-objective optimization, which fails to

capture real-world complexities:

○ For example: design a neural network architecture that demands both low loss 

and minimal parameter counts.

● Offline multi-objective optimization (MOO): leveraging an offline dataset of 

designs and their associated labels to minimize multiple objectives simultaneously.
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Problem Formulation
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● Find such that there is no with , where 

is a vector of objective functions, and denotes Pareto dominance.

● A solution is said to Pareto dominate another solution (denoted as ) 

if:

● A solution is Pareto optimal if there is no other solution that Pareto 

dominates . The set of all Pareto optimal solutions constitutes the Pareto set 

(PS). The corresponding set of objective vectors, defined as , is 

known as the Pareto front.



Flow Matching

● A conditional probability , , evolving from an initial distribution 

  to an approximate Dirac delta function . This 

evolution is conditioned on a specific point from the distribution and is 

driven by the conditional vector field .

● The process begins by drawing initial noise from . This noise is then linearly 

interpolated with the data point :

● Training this conditional flow matching model involves optimizing the loss function:

● We can then use the learned vector field to generate samples by solving 

the neural ODE.
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Multi-Objective Predictor Guidance

● Traditional predictor 

guidance only optimizes a

single objective.

● We allow multi-objective

guidance by decomposing 

it into individual weighted 

objective generation 

subproblems.
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Multi-Objective Predictor Guidance

● Traditional predictor guidance in flow matching is derived as:

where represents the predicted property distribution.

● We optimize multiple properties simultaneously by defining a weight 

vector , where each and . Then the weighted 

property prediction is written as:

where predicts the objective for , trained using only data, and the 

negative sign indicates minimization.
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Multi-Objective Predictor Guidance

● We formulate the weighted distribution as:

where is a scaling factor and is the normalization constant.

● Similar to the single-objective guidance, we then have:

● For the sample at time step , we advance to the next time step:

where indicates the next time step, denotes the noise factor, 

and is a standard Gaussian noise term. By sampling different , we could obtain

offsprings at each time step.
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Neighboring Evolution
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● Weighted distributions with similar weight vectors are 

likely to produce similar samples. For a distribution 

associated with , its neighbors are identified as the 

distributions whose weight vectors have the 

smallest angular distances to .

● Given that there are neighboring samples for

sample and the offsprings we obtained before,

this result in a set: .

● We Update the current sample using the

neighboring set :



Experiment: Tasks

● Synthetic Function (Synthetic): encompasses several subtasks involving popular functions 

with 2-3 objectives, aiming to identify the Pareto Set with offline designs;

● Multi-Objective Neural Architecture Search (MO-NAS): consists of tasks searching for a 

neural architecture that optimizes multiple metrics, such as latency and parameters count;

● Multi-Objective Reinforcement Learning (MORL): involves finding a control policy for a 

robot to maximize speed and energy efficiency or objectives related to running and jumping;

● Scientific Design (Sci-Design): includes tasks that concentrate on molecule or protein

discovery to achieve certain desired properties.

● Real-World Applications (RE): encompasses a variety of practical optimization challenges, 

including four-bar truss and pressure vessel design. The MOPortfolio task, which focuses on 

optimizing expected returns and variance of returns is also included here.
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Experiment: Evaluation Metrics Hypervolume (HV)

● The HV metric quantifies the size of the objective space that is dominated by the 

candidate set and bounded by a reference point . 

Mathematically, the HV is defined as:

● where represents an m-dimensional hyperrectangle (or box) spanning 

from the coordinates of to the reference point along each objective, and 

 denotes the Lebesgue measure of the union of these hyperrectangles. 

● In simple terms, a larger hypervolume indicates that the solution set is both close to 

the Pareto front and well-distributed across the objective space.
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Experiment Results

● ParetoFlow consistently achieves the highest 

ranks across all tasks, underscoring its 

effectiveness.

● Both DNN-based and generative modeling-

based methods frequently outperform D(best), 

illustrating the strength of predictor and 

generative modeling.

● MO-NAS and Sci-Design tasks are 

predominantly discrete, with MO-NAS having a 

higher dimensionality. Generative modeling 

methods show reduced effectiveness on MO-

NAS, which may stem from the difficulty in 

modeling high-dimensional discrete data.
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Conclusion

● In this work, we apply flow matching to offline multi-objective optimization, 

introducing ParetoFlow. 

● Our multi-objective predictor guidance module employs a uniform weight vector for 

each sample generation, guiding samples to approximate the Pareto-front. 

● Additionally, our neighboring evolution module enhances knowledge sharing 

between neighboring distributions. 

● Experiments across various benchmarks confirm the effectiveness of our approach.
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Thanks for your attention!
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