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Problem Background

● Create objects that exhibits specific target properties. 

○ For example: Develop a new superconductor material to achieve higher critical

temperature.

● Evaluation can be expensive or dangerous, so assume access only to an offline 

dataset of designs and their property scores.

○ For example: some pairs of existing superconductor materials and their

corresponding critical temperatures.

● Offline Model-based Optimization (MBO): find a design (superconductor material) 

to maximize its property (critical temperature) with the offline dataset only.
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Problem Formulation

● where        denotes the unknown objective function, and           denotes a candidate 

design. 

● An offline dataset                           is available, where      represents a specific 

design, such as superconductor material, and       represents the corresponding 

score, like critical temperature.
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Acquirement of Pseudo Design Candidates

We employ the forward approach to acquire pseudo

design candidates:

1) Fit a DNN surrogate          to    .

2) Perform gradient ascent:
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Out-of-distribution issue: The surrogate models often extrapolate unreliably when 

optimizing outside the training data distribution, resulting in erroneously high

predicted property scores but low ground-truth scores



Motivation

● Can we explicitly edit pseudo design candidates, which are acquired from the naive 

forward approach, back into the valid distribution?

○ How do we model the valid distribution?

○ How do we effectively edit the pseudo design candidates?
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Design Editing through Diffusion Prior

● A diffusion model is employed to capture the 

distribution of the offline dataset, functioning as an in-

distribution prior:

● To edit a pseudo design candidate , we perturb it 

by introducing noise at a specific time :

● The perturbed design is used as the starting point. A 

final optimized design is synthesized by using 

numerical solver for the backward denoising process.
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Experiment: Tasks

● Superconductor: develop a superconductor with 86 components to

maximize the critical temperature.

● Ant Morphology: design a robot with 60 components to maximize the

moving speed.

● D’Kitty Morphology: design a robot with 56 components to maximize the

moving speed.

● Levy: optimize a 60-dimension continuous vector to maximize the inverse

Levy black-box function. 

● TF Bind 8: discover an 8-unit DNA sequence to maximize the binding affinity.

● TF Bind 10: find a 10-unit DNA sequence to maximize the binding affinity.

● NAS: find the optimal neural network architecture to enhance test accuracy.
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Experiment: Evaluation Metrics

● Generate 256 designs for each approach and identify the design with the maximum score.

Report the 100th percentile normalized ground-truth score:

      where           and            represent the minimum and maximum scores within the entire 

unobserved dataset, respectively.

● Report the best design in the offline dataset for better comparison, denoted as               .
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Experimental Results: Continuous Tasks
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Our method achieves the competitive performance on four continuous tasks. Each method

is run for 8 independent trials. The mean and standard deviation are reported.



Experimental Results: Discrete Tasks and Rankings
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Our methods achieve the best result in two discrete tasks. We also achieve the best mean

ranking and median ranking among all baselines.



Conclusion

● We propose Design Editing for Offline Model-based Optimization to trade-off between the

overestimation caused by the extrapolation error of the surrogate model and the

overconservatism by only generating new designs from the diffusion prior.

● We validate the design editing process can effectively leverage information from both the

surrogate and the diffusion prior. Our approach demonstrates effectiveness in addressing

MBO problem, yielding competitive results in multiple tasks.
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Thanks for your attention!
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